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EFFECTS OF BANDWIDTH
LIMITATION ON POLYPHASE CODED

PULSE COMPRESSION SYSTEMS

INTRODUCTION

Bandwidth limitations are found in all well-designed radar systems. Such bandwidth limitations
are the results of attempts to maximize the signal to thermal noise ratio in the receiver.

Radar receiver bandwidth limitations are very detrimental to some phase coded pulse compression
systems but actually improve the performance of compressors that employ recently developed polyphase
codes [1]. The purpose of this report is to document the effects of both pre- and postcompression
bandwidth limitations on the performance of digitally implemented polyphase coded pulse compressors.

It is assumed that the radar transmits the phase codes as a train of contiguous constant-amplitude
pulses with discrete phase changes from pulse to pulse in the train.

POLYPHASE PULSE COMPRESSION CODES TO BE CONSIDERED

The codes to be considered in detail are limited to what have been called frequency derived
polyphase codes [1-61, i.e., the Frank, Pl, P2, P3, and P4 codes. These codes are the phase weights or
their conjugates taken in succession that would be used in a digital filter to separate the resolvable fre-
quency components of analog frequency modulation waveforms sampled at a rate equal to the
bandwidth over which the frequency is varied (herein called the Nyquist rate). In this case, resolvable
frequencies are separated by integer multiples of the reciprocal of the duration of the signal being pro-
cessed in the digital filter.

For a pulse compression ratio p = N2, where N is the number of resolvable frequencies, the
Frank code is defined by

jj = (2rN)( - )0(j - 1) (1)
where e 1,2,3, ... N and j = 1,2,3, . -. N. The index i designates the /th steering weight of the jth
frequency filter. In forming the code, i ranges from 1 to N for each value of J For example, with p =

16 and N - 4, the Frank code would consist of 16 code elements he 1,. k2,1 ¢3,l5 'k4,1, #1,25 02,2 2

k44 where 42,2 = (27rN)(2 - 1)(2 - 1) = r/2. Note that the Frank code would be obtained by
inphase 'I" and quadrature "Q" detecting a step-approximation-to-a-linear-modulation-waveform
(SALFMW) with a coherent local oscillator of frequency equal to the first frequency step of the
SALFMW and sampling at the Nyquist rate starting at the leading edge of the waveform.

The PI code is similar to the Frank code in being derived from a SALFMW. However, the local
oscillator used in the 1, Q detectors in deriving the P1 code would have a frequency equal to the aver-
age frequency of the SALFMW. Because of this difference, the Frank code can be thought of as the
result of a single sideband detection while the P1 code would be the result of a double sideband detec-
tion. The phase of the ith element of the jth frequency of the P1 code is defined by

oy =-(irN) [N - (2j - 1)][Q - 1)N + ( - 1)]. (2)

Manuscript submitted May 25, 1982.
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It should be noted that, for N odd, the DC term is in the middle of the Pt code instead of at the begin-
ning as in the Frank code. The Pi code has frequency symmetry about its center while the Frank code
is unsymmetrical

The P2 code differs from both the Frank and P1 codes by being derived from a Butler matrix such
as used in phased array antennas. It is palindromic in that it has conjugate symmetry across each
frequency or beam and even symmetry about the center of the code. The ith code element of the- jth
beam or frequency of the P2 code is defined by

jJ -(Gr/2) [(- 1)/XN - (wlN) U - 1)}Nt + I - 2. (3)

The P3 code is derived from an 1, Q detected and sampled liaear-frequency-modulation-waveforu
(LFMW) where the local oscillator frequency is the lowest frequency of the LFMW. The ith code ele-
ment is defined by

4,, = wir - I)2/N2 - -_ l)-/p. (4)

The P4 code is obtained by moving the local oscillator to the center frequency of the LFMW and
sampling at the Nyquist rate starting at the leading edge of the LFMW. The P4 code is defined by code
element phases of

It~= bfr - t)2/pl pI i- 13 (5
The P4 code differs from the P3 code by having the largest code element to code element phase
changes on the ends of the code instead of the middle as in the P3 code. In this way, the P4 code
differs from the P3 code in the same way as the Pt code differs from the Frank code.

Note that the P1 code can be made completely symmetrical (patindromic) by subtracting 0,vj
from each code element in the lower sideband frequencies when N is odd. This makes the autocorrela-
tion function real rather than complex. Similarly, the P3 and P4 codes can be made palindromic by tak-
ing the first sample of the LFMW 1/2 period of a code element after the leading edge of the waveform
while still sampling at the Nyquist rate, i.e., I and Q sampling rates equal to the waveform bandwidth.

PHASE CODED WAVEFORM SPECTRA

The spectrum of a Frank coded waveform with 100 code elements is illustrated in Fi. I out to
the second nulls in the spectrum. The envelope is (sin X)/X, but there is unsymmetrical fine structure.
The abscissa is normalized to a frequency equal to the reciprocal of the duration of a code element.

Figure 2 represents the spectrum of a Pi coded waveform. It also has a (sin X/X envelope, but
its fine structure is symmetrical, unlike that of the Frank code. This difference is attributed to the
differences of the time order of the frequencies represented by the code groups in the two waveforms.

The spectra of the P2 and P4 codes are very similar to that of the PI code, and that of the P3
code resembles that of the Frank code.

Note that if the 1, Q detected LFMW that was used to derive the P3 and P4 codes is sampled fas-
ter than at the Nyquist rate, the spectrum of the resultant phase code on a waveform changes dramati-
cally from that of the P3 and P4 codes. Figures 3 and 4 show the spectra obtained by sampling at 2 and
5 times faster than the Nyquist rate. These spectra are nearly rectangular instead of (sin XAfK. This
explains the difference in the peak range-time-sidelobes of the Frank and P codes compared to an ana-
log LFMW compressor since a (sin X)/X spectrum has a time function with zero sidelobes while a rec-
tangular spectrum produces a (sin Al/X time function. The phase codes derived by sampling at the
Nyquist rate have peak sidelobe levels more than the pulse compression ratio below the match point
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Fig. I - Spectrum of a Frank coded waveform

Fig. 2 - Spectrum of a P1 coded waveform
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Fig. 3 - Spectrum of a linear frequency modulated waveform baseband sampled at twice
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while the analog waveform has a (sin X)/X autocorrelation function independent of the pulse compres-
sion ratio. The finite sidelobes in the time functions of the Nyquist rate phase coded compressor out-
puts are due to the fine structure in the phase coded waveform spectra.

PRECOMPRESSION BANDLIMITING EFFECTS

The effects of precompression band-limitations on the response of polyphase coded pulse-
compressors were evaluated by using two different techniques. In one technique, a fourth order Butter-
worth filter was placed ahead of the compressor and autocorrelation functions were determined for
several different code leading edge arrival times with respect to a sampling pulse. In a second tech-
nique, the received code was sampled at 5 times the Nyquist rate and sliding window 5 sample averages
(Fig. 5) were taken digitally to reduce the signal bandwidth. The resultant signal was then sampled at
the Nyquist rate and compressed in a compressor matched to the unbandlimited code.

DIVIDE
SHIFT SHIFT SHIFT _, SHIFT _ ADRB

INPUT REGISTER REGISTER REGISTER REGISTER ADE y OUTPUT
CODE

Fig. 5 - Sliding window S sample averager

Figures 6(a) and 7(a) show the real part or I values of a 144-element complex number Frank and
modified P1 code [1] respectively. The modified P1 code was a rearranged Frank code representing 12
frequencies. The code group using the ir phase increments from code element to code element was
placed on the left-hand side of the uncompressed waveform and was followed by the frequency groups
having progressively smaller negative phase increments from code element to code element. This
modification was employed to permit a 12-point fast. Fourier transform (FFT) circuit to be used to gen-
erate and compress both codes. In this case, each code element of the waveform generated for the test
was 0.5 ps in duration.

Figures 6(b) and 7(b) show the effect of a 2 MHz bandwidth fourth order Butterworth filter on
the I parts of the codes. Figures 6(c), 6(d), 7(c), and 7(d) show the corresponding imaginary parts or
Q values of the complex numbers specifying the code elements of the two codes without and with
filtering, respectively,

Figures 6(e) and 7(e) show the autocorrelation functions (compressor outputs) of the two codes
sampled 0.1 sampling period prior to the leading edge of the waveform. Note that the peak range-
time-sidelobes of both compressor outputs are 7r2p = 144 ir2 below the peak response.

Figures 6(f), 6(g), 7(f), and 7(g) show the effect of the 2 MHz filter on the compressor outputs
using the two different codes sampled 0.3 and 0.5 sampling periods ahead of the leading edge of the
waveforms. In both cases, the average peak gain loss was 1.5 dB, However, the filter reduced the P1
code peak range-time-sidelobes by an average of 3 dB without changing the Frank code peak sidelobe
levels. This occurred because the filter effectively amplitude reduced the edges of the P1 code
waveform more than the center while it reduced the amplitude of the center of the Frank code
waveform more than its edges. In this way, the filter decreased the average Frank code peak response
to peak sidelobe ratio by 1.5 dB but decreased the P1 average ratio by 1.5 dB.
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Figures 8 and 9 show the effect of reducing the filter bandwidth to l MHz without changing the
input signal bandwidth of 2 MHz. Note that the filter drops both peaks by the same amounts without
significantly altering the Frank code peak sidelobes. However, the P1 code peak sidelobes are reduced.

The P3 code yielded results similar to those shown in Figs. 6 and 8 for the Frank code, and the
P2 and P4 codes yielded results similar to those shown in Figs. 7 and 9 for the PI codes.

Figure 10 illustrates the effect (averaged over the possible arrival times) of oversampling the
polyphase codes by 5 to 1, averaging with a 5 sample sliding window and pulse compressing with a
compressor matched to the unfiltered phase code. Again, each code had 100 code elements. Note that
the peak sidelobes of the Frank and P3 codes were unaffected while the peak sidelobes of the P1, P2,
and P4 codes were reduced.

POSTCOMPRESSION BANDLIMITING EFFECTS

Posteompression bandlimiting effects were investigated by using a two-sample sliding window
adder on the output of a digital pulse compressor with pulse compression ratios of 100 and 400.

Figure 11 illustrates the effect of a two-sample sliding window adder after pulse compression on
the various polyphase codes with a pulse compression ratio p of 100. Figure 12 is similar data for a
pulse compression ratio p of 400. Note that the peak response is not changed because the output of the
adder was not divided by 2 to normalize the data. Note also that the Frank and P3 code peak sidelobes
increase by 6 dB due to the adder so the adder would not have changed them if the data had been nor-
malized by dividing by 2 after addition. The most important thing to note, however, is that the peak
sidelobes of the PI, P2, and P4 codes are actually reduced by a significant amount, about 5 dB for p-
100 and 11 dB for p = 400. Thus, if the data had been normalized, the peak response would have
doppeA d-y' A and the peak sidlo by- f AD and4 17 dB for p lfln and = AAO rantrxain l-

the PI, P2, and P4 codes.

It is interesting to note that with p = 100 or p = 400 and the sliding window two sample adder,
the peak sidelobes of the PIt, P2, and P4 codes are only about 5 dB above those that would have been
obtained with a so-called perfect code like the Barker code t51 if one could be found with these high
pulse compression ratios. The Barker codes have peak sidelobes down by the square of the pulse
compression ratio.

The symmetrical PI, P2, and P4 code peak to range-time-sidelobe ratios are increased by either
pre- or postcompression bandlimititg. Such bandlimiting, however, reduces this ratio using the Frank
or P3 code.

Bandlimiting the PI, P2, or P4 code results in peak to maximum range time sidelobes within 6 dB
of those of a so-called perfect code like the Barker codes. However, the Pl, P2, and P4 codes can pro-
vide any desired pulse compression ratio in contrast to the Barker codes that are limited to pulse

a au tau ul I
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